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Abstract

This paper presents a deep learning pipeline for object detection and clas-
sification of retail items. The aim is to develop an automated system to ac-
curately identify and categorize products on store shelves. The proposed
framework employs YOLOv7 for object detection, followed by classifica-
tion using either convolutional neural networks (CNNs) or CLIP, a vision
transformer model. Comparative experiments are conducted on a dataset
of grocery product images. Metrics indicate that the YOLOv7 network
effectively localizes individual items, while for classification CNNs ex-
hibit reasonable but limited accuracy, while CLIP demonstrates stronger
zero-shot generalization. The work demonstrates the feasibility of a ro-
bust vision-based product recognition system, while highlighting oppor-
tunities for performance optimization.

1 Introduction

Computer vision has transformed various industries, including healthcare,
self-driving cars, security systems, and manufacturing. One crucial task
in computer vision is the accurate detection and classification of distinct
items under different scenarios. In retail scenarios, automated detection
and recognition of products have diverse applications in stores, ware-
houses, and e-commerce, however, reliably identifying products in varied
shelf configurations and imaging conditions is challenging.

This article focuses on a deep learning ensemble for object detection
and classification in retail stores. The proposed system employs a pipeline
with separate detection and classification stages, leveraging YOLOv7 for
object detection and exploring two alternatives for the classification mod-
ule. The first approach evaluates several pretrained CNN architectures
fine-tuned on grocery product images, while the second applies CLIP, a
model combining vision and language understanding via contrastive pre-
training.

The paper subsequently proceeds with a review of related work in
Section 2, an exposition of the proposed framework and selected datasets
in Section 3, presentation and analysis of experimental results in Section
4 and conclusion and potential directions for future research in Section 5.

2 Related Work

Object detection and image classification play a crucial role in the auto-
mated understanding of retail environments. In recent years, deep learn-
ing methods have become the dominant approach for these tasks.

For object detection, two-stage models like Faster R-CNN were once
prevalent, but one-stage detectors including YOLO and SSD now tend
to be favored, as they offer speed without sacrificing accuracy [11, 13].
YOLOv7 is the latest iteration of the YOLO family, incorporating archi-
tecture improvements and new training strategies to boost performance [10].

In image classification, many different CNN architectures have demon-
strated exceptional aptitude on vision tasks [1, 4, 7, 8]. However, their
dependence on large labeled datasets poses challenges for real-world ap-
plication. An alternative approach is contrastive self-supervised learn-
ing, where models like CLIP are pre-trained on unlabeled image-text
pairs [2, 6, 12]. Fine-tuning CLIP on new classes using just textual de-
scriptions enables zero-shot inference without collecting training data.

Prior works have applied deep learning for retail product recognition,
but often rely solely on text or barcode reading [4, 7]. CNN’s can provide
more generalized visual understanding, as explored in systems developed
in [8, 9].

The primary objective of the present work is to assess the frame-
work’s effectiveness in detecting and classifying items on retail shelves.
The comparison of results between convolutional and transformer models
aims to provide insights into their respective strengths and weaknesses.
This analysis serves to gauge the framework’s accuracy, efficiency, and
applicability in real-world retail scenarios.

3 Methodology and Data

The proposed framework follows a two-step process (Figure 1).

1. Object Detection - YOLOv7 model to locate individual items.

2. Classification - Apply CNN’s or CLIP on detected items.

Figure 1: System pipeline diagram

3.1 Object Detection

For the object detection module , YOLOv7 was trained for 135 epochs
(approximately 3 hours) and the training was performed with a batch size
of 15, an image size of 640x640 and the Adam optimizer was used with
a learning rate of 0.01. The model was trained on Google Colab using a
Tesla T4 GPU with 16GB memory.

3.2 Image Classification

Image classification includes two sub-modules: Convolutional Neural Net-
works (CNNs) and Contrastive Language-Image Pretraining (CLIP). Us-
ing both allows comparison of traditional CNNs and novel vision trans-
formers.

For the CNN’s module, the models were trained on Kaggle using an
Nvidia Tesla P100 GPU with 16GB memory. Three different convolu-
tional neural network models were trained - ResNet101, EfficientNetB0,
and MobileNetV2, providing a representative sample of modern convolu-
tional networks. All models were first pretrained on ImageNet and then
fine-tuned on the grocery dataset (described in 3.3). For coarse 3-class
labeling, the models were trained for 10 epochs using a batch size of 32.
The Adam optimizer was used with suitable learning rates for each model.
Cross-entropy loss was optimized during training. For fine-grained 43-
class labeling, early stopping with patience of 10 epochs was used. The
models were trained for up to 50 epochs with the same batch size. Addi-
tional regularization techniques were not implemented.

CLIP leverages vision and language understanding, trained on image-
text pairs to relate images and text. The openai/clip-vit-large-patch14
model is used in this work. CLIP’s zero-shot approach removes the need
for new training data when adding classes, enabling scalable classifica-
tion.



3.3 Datasets

For object detection, the SKU110K dataset [3] was used, comprising more
than 11 thousand shelf images with 1.7 million box annotations captured
in densely packed scenarios. The Grocery Store Dataset [5] was em-
ployed for classification, containing around 5 thousand images with 81
fine-grained classes that are grouped into 42 coarse labels, which can fur-
ther be categorized into 3 high-level groups: fruits, vegetables, and pack-
aged goods, shot in an active store under diverse lighting and angles.

4 Results

YOLOv7 achieved a precision of 87.4%, recall of 81.2%„ and mAP@0.5
of 85.8%, on the test set. This confirms its capability to accurately detect
shelf products despite diversity in scale, angle and appearance.

For image classification, Table 1 summarizes key classification met-
rics on the test set for coarse (3 classes) task.

Table 1: Training results with coarse labels.
Model Train Train Test Test Training

Loss Accuracy Loss Accuracy Time(s)
ResNet101 6.22% 97.70% 27.50% 91.40% 346.86
EfficientNetB0 5.21% 98.72% 9.01% 97.03% 274.36
MobileNetV2 12.52% 96.58% 29.43% 93.05% 275.48

For image classification, Table 2 summarizes key classification met-
rics on the test set for the fine-grained (43 classes) task.

Table 2: Training results with fine labels.
Model Train Train Test Test Training

Loss Accuracy Loss Accuracy Time(s)
ResNet101 28.95% 91.42% 6.05% 45.76% 1743.69
EfficientNetB0 0.56% 99.82% 8.34 56.60% 1352.44
MobileNetV2 4.27% 99.13% 8.03% 53.62% 1343.54

For coarse classification, all models exhibit >90% accuracy, with Ef-
ficientNetB0 achieving 97% on the test set. However, for fine-grained
categorization, accuracies range between 45-57%, indicating significant
room for improvement.

The complete pipeline was evaluated by first running object detection
with YOLOv7, followed by image classification. For coarse classifica-
tion, both EfficientNetB0 and CLIP showed strong performance, correctly
classifying almost all detected objects. For fine classification, Efficient-
NetB0 struggled with misclassifications, while CLIP was more robust,
properly classifying most items despite imperfect object detections. Over-
all, the results demonstrate promising capabilities of the object detection
and image classification models for grocery product recognition. A result
of the proposed pipeline can be seen in figure 4.

Figure 2: Classification module using CNN’s

Figure 3: Classification module using CLIP

Figure 4: Results from both pipeline approaches after object detection for
the fine label classification.

5 Conclusions

This work presented a deep learning pipeline for retail product detec-
tion and classification. Experiments demonstrate feasible classification
between coarse product categories, but limitations in fine-grained recog-
nition. The transformer-based CLIP model proved more adaptable than
CNNs.

Priorities for future research include expanding the training data di-
versity, benchmarking on novel grocery item images, and investigating
advanced self-supervised vision models. With additional tuning, the pro-
posed approach could enable seamless integration of robust vision-driven
product recognition in retail settings.
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