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Abstract

Point-of-care lung ultrasonography (LUS) plays a vital role in rapid lung
assessment. Despite its utility in the clinical evaluation of pulmonary dis-
eases, its use is currently limited due to the lack of qualified professionals
to interpret these images. Therefore, this study harnesses content-based
image retrieval (CBIR) techniques for LUS examinations, focusing on bi-
nary and multi-label classifications. Two pre-trained models were used
for binary and multi-label classification, and feature-based retrieval was
carried out. The used models demonstrate 88.3% binary retrieval accu-
racy, while achieving 65.6% accuracy for multi-label retrieval. Promising
results have been achieved, but there remains a wealth of opportunities
to explore, and it is of utmost importance to do so, in order to be able to
accurately assist a health professional in their decision-making.

1 Introduction

Point-of-care lung ultrasonography (LUS) is a safe, low-cost, portable
imaging technique practical in emergency rooms for a rapid bedside ex-
amination of a patient’s lungs. Ultrasound is often considered not appli-
cable for lung evaluation due to its air-filled structure. However, artifacts
like the pleura as a horizontal hyperchoic line and hyperchoic A-lines
can help assess lung health [2]. The absence of these artifacts is often
associated with pathology, while B-lines, which represent higher-density
tissues or fluids, are representative of pathologies. The severity of pathol-
ogy is directly correlated with the quantity of B-lines [1]. Despite its clin-
ical value in assessing pulmonary disease, limited availability of skilled
professionals to interpret challenging ultrasound phenomena and artifacts
constrains its current use. The ability to closely study similar cases and
draw from prior diagnostic experience is essential for ultrasonographer
training and daily decision-making. Developing image retrieval systems
for LUS exams becomes crucial in creating this vital tool, especially given
the scarcity of related studies.

Image retrieval is a crucial aspect of image matching, aiming to re-
trieve images from databases similar to a query image. Similarity calcu-
lation determines the performance of any image retrieval system, requir-
ing discriminative, robust, and efficient computation [4]. Content-based
image retrieval (CBIR) analyzes the content of images, including color,
texture, shapes, and structure [5]. CBIR has experienced rapid research
growth since the early 80s, with recent trends focusing on deep learning
techniques to understand complex functions and map raw input data to
content features, eliminating the need for human experts [4][5].

In this work, the objective was to investigate deep learning-based
CBIR techniques for LUS videos.

2 Methods

2.1 Dataset

The dataset consists of 3649 LUS videos in which the frame rate varies
from 25 to 60 frames per second, with most of the videos having 6 sec-
onds each. All the videos were manually annotated by one of four med-
ical doctors with point-of-care ultrasound experience with respect to the
finding(s) present in the video. They are divided into two main groups:
normal and indicative of an underlying pathology. The presence of any
indicative finding overshadows the presence of a normal finding. Nor-
mal findings include scattering artifacts and A-lines patterns. Indicative
findings include non-pathological negative B-lines (presence of less than

Figure 1: Feature representation extraction.

3 B-lines), pathological positive B-lines (3 or more B-lines or coalescent
B-lines), and other pathologies (e.g., consolidation and pleural effusion).
The dataset was then split into 80% for training and 20% for testing.

2.2 Automatic lung POCUS interpretation framework

This work uses a pre-trained model in [6] developed for LUS video clas-
sification, consisting of a pre-processing block and a supervised learning
block. The pre-processing block standardizes input data by removing in-
formation outside the field-of-view and scaling the videos to 128×128
pixels. Each video was divided into 32-frame clips at 8 Hz, consider-
ing the 4 seconds needed for LUS examinations. In turn, the supervised
block is a R2+1D convolutional neural network with 18 layers, based on
ResNet. It factors 3D filters into spatial and temporal blocks, inserting
shortcut connections to bypass layers and propagate input directly [8].
The R2+1D network receives as input the pre-processed LUS clip, applies
a stem block, followed by four levels of residual convolutions. It then
computes global spatio-temporal average pooling, resulting in a 1D vec-
tor of 512 features, followed by a fully connected layer and the activation
function (softmax or sigmoid if multi-class or multi-label, respectively).

The network was trained for 2 classification scenarios: binary clas-
sification, in model C1, between normal and indicative findings, and for
multi-label classification, in model M1, considering scattering, A-lines,
B-negative, B-positive, and other pathologies. Normal findings cannot
coexist with indicative findings, and only one B-line label can be selected.

2.3 Image retrieval

CBIR can be divided in two parts: 1) feature representation (fetch the
vector that represents the clip) and 2) feature indexing (sort the vectors
by order of similarity based on a given metric) [3]. The model described
in section 2.2 was implemented as a feature extractor, by fetching fea-
ture vectors from the average pooling layer, as seen in Fig.1. First, a Z-
score normalization was performed, given by x′ = xi−µi

σi
, resulting in zero

mean and unit variance data, minimizing the effect of outliers and ensur-
ing accurate data analysis. To obtain the closest clips to a query clip, the
distance between a query clip and each of the other clips was calculated
using the cosine similarity, which is given by:

Cosine distance = 1− xyT

||x||.||y||
, (1)

where x and y are row vectors of the two samples to be compared [7].
Finally, the first nearest neighbour, i.e. the training set sample whose

feature vector presents the smallest distance towards the feature vector of
the query sample from the test set, was selected as the reference clip most
similar to the query clip to be retrieved.



Accuracy Recall
Normal

0.883
0.889

Indicative 0.879

Table 1: Class consistency in model C1.

Figure 2: Example of retrieval for model C1.

2.4 Performance evaluation

To evaluate the performance of the retrieval, accuracy and recall were
measured. The accuracy is defined as the number of correctly retrieved
items out of the total number of items. Note that retrieval is considered
correct if the closest selected training sample is from the same class as
the query sample. Recall, in turn, is calculated as the number of well
classified samples within the set of samples in each class.

3 Results and Discussion

3.1 Model C1

First, the dataset distribution was evaluated. A similar prevalence of both
"normal" and "indicative" samples was observed across the entire dataset,
which includes 11252 training samples and 3425 test samples (47% and
53%, respectively).

As seen in Table 1, the model’s accuracy in retrieval is 0.883. In turn,
the recall for each class shows a similar ability to retrieve clips from the
database when query clips are of the "normal" class and "indicative" class
(0.889 and 0.879, respectively).

Figure 2 shows an example of retrieval for model C1 in which the
first 2 nearest neighbours retrieved have different labels from the query
(indicative and normal, respectively), with the label of the third neighbour
being the same as the query.

3.2 Model M1

Regarding class distribution, considering the complete dataset, which con-
tains 11328 and 3368 training and test samples, respectively, a lower
prevalence of "other pathologies" (13%) was observed, with "A-lines"
and "B-positive" recording the highest prevalence (29% and 27%, respec-
tively). In turn, the classes "scattering" and "B-negative" both have a
prevalence of 15%.

The performance of the retrieval model was evaluated by calculat-
ing its general accuracy and recall for each of the 5 classes, as shown
in Table 2. In this multi-label problem, a correct retrieval occurs when
the label profile of the sample selected from the training set is equal to
the label profile of the query. The model’s accuracy is 0.656, which is
lower than model C1. This may indicate that the model performs worse in
multi-label classification scenarios than in binary classification scenarios.
However, this task is more complex, as it aims to retrieve a sample with
several identical findings to the query sample. The recall for each class
is lowest for class "B-negative" and highest for classes "A-lines" and "B-
positive". Distinguishing clips with A-lines or many B-lines is easier, but
distinguishing clips with few B-lines or scattering is more difficult due to
subjectivity of labeling. The smaller number of training samples may also
affect the results for "other pathologies".

In the example of retrieval for model M1, in Figure 3, the query
presents A-lines, while the first 2 nearest neighbours present negative B
lines and the third neighbour has A-lines.

4 Conclusions

This project explored an image retrieval method for LUS exams using
a pre-trained classifier. The approach included feature extraction, cosine
similarity-based distance calculation between query and training set clips,

Accuracy Recall
Scattering

0.656

0.646
A-lines 0.797
B-negative 0.499
B-positive 0.797
Other pathologies 0.513

Table 2: Class consistency in model M1.

Figure 3: Example of retrieval for model M1.

and selection of the most similar clip. The model was trained for binary
(C1) and multi-label (M1) classification. Results demonstrated superior
retrieval ability for binary classification. In M1, retrieval was weaker for
"B-negative" clips, but stronger for "A-lines" and "B-positive" classes.
Retrieving "B-positive" clips is vital for pathology detection. Improving
video retrieval is essential for accurate LUS exam evaluation by health-
care professionals and aiding in similar case assessment.
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