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Big EO Data

EO Data covering Shanghai for 20 years
n The Earth is facing unprecedented challenges: 

environmental, climatic, urbanization, etc.

n Earth Observation data with a broad variety 
of satellite sensors  provide invaluable 
information to understand our state and 
changes of large areas and even long 
periods.

n The increasing volume of EO data  pose 
challenges to  explore these data

disaster assessment land use

urban construction resource exploration



EO Data covering Shanghai for 20 years
n The increasing volume of EO data  pose challenges to explore these data

Multi-platform Multi-sensor Multi-perspective

• Multi-modal, heterogeneous data

• Big data, but unlabeled

Big EO Data



Recent Work 1：Joint SAR and Optical 
Representation Learning with Vertical Masking

n Mask AutoEncoder (MAE) is a powerful self-
supervised learning methods that is designed for 
nature images.

n But it is suboptimal for multi-modal remote 
sensing images due to the great domain gap 
between multi-modal data, such as optical and 
SAR

n We explore various mask patterns based on MAE 
and design a novel self-supervised multi-
modality pre-trained model with vertical masking 
to extract complementary information between 
modals. 



p We propose a 3D-MAE self-supervised learning method that pre-trains on jointly SAR and 
optical data

p By vertical and spatial masking , the model not only captures the spatial correlation 
information  but channel. 

p When finetuning, the pre-trained 3DMAE encoder is utilized to encode the entire image,
extracting features that can be applied to various downstream applications.

Recent Work 1：Joint SAR and Optical 
Representation Learning with Vertical Masking



Different Masking Strategies

Recent Work 1：Joint SAR and Optical 
Representation Learning with Vertical Masking



Experimental Results

Recent Work 1：Joint SAR and Optical 
Representation Learning with Vertical Masking

n Multi-label Classification
3DMAE-3DM exhibits superior multi-modality learning capabilities, resulting in not only better performance for S1+S2
compared to S2 only, but also overall higher performance than SatViT. The relatively slight improvement of S1+S2 in
comparison to S2 can be attributed to the already elevated performance level of the model, rendering athe attainment of 
additional improvements challenging.



Experiment Results

n Small-scale Data Study

• 3DMAE outperforms other self-supervised pre-trained 
models when applied to small-scale data. 

• Furthermore, it shows significantly better performance 
compared to models that underwent supervised training 
from scratch on small datasets of BigEarthNet-MM.

Recent Work 1：Joint SAR and Optical 
Representation Learning with Vertical Masking

Experimental Results



n Data Ablation Study

Recent Work 1：Joint SAR and Optical 
Representation Learning with Vertical Masking

Experimental Results

The data for the model pre-trained and fine-tuned varies. 



n Generalization Study

The model was pretrained on the BigEarthNet dataset,
and fine-tuned on SEN12MS dataset, which consists
merely of European landscapes, leading to a
significant difference in data distribution between the
two datasets.

Recent Work 1：Joint SAR and Optical 
Representation Learning with Vertical Masking

Experimental Results



Conclusions and Discussion:

• The proposed method enhances the model’s performance in multi-modality situations by
effectively exploiting complementary information, achieving state-of-the-art (SOTA) performance..

• The proposed model can handle a variety of downstream applications in both single and multi-
modality scenario. Substantially, it enhances performance in single-modality situations where only
SAR images are available, such as in emergency scenarios.

• However, due to the limitation of computing resource overhead, there is still room for further
exploration and improvement of mask ratio.

Recent Work 1：Joint SAR and Optical 
Representation Learning with Vertical Masking



Sentinel-1 SAR
8X (2015~2022)

Sentinel-2 RGB
6X (2017~2022)

Recent Work 2：Spatial-Temporal Masked Image 
Modeling for  Satellite Image Time Series

n EO data not only attain the spatial and 
spectral information but also contain the 
temporal dimension, exhibiting a big 4D 
tensor. 

n We intend to explore the temporal 
information for the self-supervised 
learning on image time series.  



14

Sentinel-1 SAR
8X (2015~2022)

Sentinel-2 RGB
6X (2017~2022)

n Data Preparation 

Ground truth (2020) Category Statistics

data

label

p Preprocessing

Build-up Cropland

Water Others

missing value outlier

data type split

Categories

Recent Work 2：Spatial-Temporal Masked Image 
Modeling for  Satellite Image Time Series



Spatial-Temporal Masked Image Modeling
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p Masked Image Modeling
Spatial feature

① Split: 4x4 non-overlapping 

patches

② Random Mask: 80%

③ Feature Extraction: Swin

Transformer[8]

④ Decoder: Conv Layer

p Sequence Contrastive Loss
Temporal feature

Image
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Image
Decoder

Conv

Label
Decoder

SwinUNet

Pretrain
Fine-tuneInput image Masked image

Masked patches
(a) STMIM-UNet Architecture

(b) Temporal Sequence Loss
Time series

Image
Encoder

Swin
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Latent features

Similarity loss

Temporal weight

Temporal loss

Recent Work 2：Spatial-Temporal Masked Image 
Modeling for  Satellite Image Time Series



Visualization of STMIM Representations
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pReconstruction Results of sampled image patches

ü STMIM can restore the outline and detail information of the image, indicating that the model has 
learned certain image features from a large number of unlabeled images.

Recent Work 2：Spatial-Temporal Masked Image 
Modeling for  Satellite Image Time Series

ü STMIM can effectively extract the consistent features of similar images for the same geographical 
location at different times. Moreover, it preserves the differentiated features of images with 
semantic differences
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p Reconstruction Results of a Multiple 
Time Series Image

p Sequence Contrastive Loss
Visualization of STMIM Representations

Recent Work 2：Spatial-Temporal Masked Image 
Modeling for  Satellite Image Time Series
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p STMIM Encoder
ü initialized with pre-trained weights 

from STMIM
ü to extract features from remote 

sensing images
ü significantly reduces the amount of 

labeled training samples required

p SwinUNetDecoder
ü for fine-grained land cover 

classification

Recent Work 2：Spatial-Temporal Masked Image 
Modeling for  Satellite Image Time Series

We apply the STMIM pre-trained model for land cover classification and construce a U-like 
network and take STMIM  as the encoder 

STMIM-UNet



n Labelled Data Ratio Experiments
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• our model demonstrates remarkable performance while requiring only less labeled data, 
outperforming the full supervised baseline model that necessitates 100% labeled data.

IOU

f1-score

precision

recall

Recent Work 2：Spatial-Temporal Masked Image 
Modeling for  Satellite Image Time Series



n Comparison with Baseline Methods
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Main Results

p UNet
poor at noise resistance, with the 

issue of over-segmentation

p SwinUNet
the accuracy still needs to be 

improved

p STMIM-UNet
shows superior performance with 

better classification results

Build-up Cropland Water Others

Recent Work 2：Spatial-Temporal Masked Image 
Modeling for  Satellite Image Time Series
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Metric Model
macro 

avg
weighted 

avg

Class

Cropla
nd

Build-
up

Water Others

IOU

UNet 0.55 0.64 0.50 0.50 0.96 0.24

SwinUNet 0.54 0.63 0.48 0.49 0.95 0.23

STMIM-UNet 0.58 0.67 0.55 0.57 0.96 0.25

precision

UNet 0.67 0.74 0.65 0.66 0.98 0.40

SwinUNet 0.66 0.74 0.65 0.64 0.98 0.39

STMIM-UNet 0.70 0.77 0.69 0.68 0.98 0.47

recal l

UNet 0.68 0.75 0.68 0.67 0.97 0.38

SwinUNet 0.67 0.74 0.66 0.68 0.97 0.36

STMIM-UNet 0.71 0.77 0.73 0.78 0.98 0.36

f1-score

UNet 0.67 0.75 0.67 0.67 0.98 0.39

SwinUNet 0.66 0.74 0.65 0.66 0.97 0.37

STMIM-UNet 0.70 0.77 0.71 0.72 0.98 0.40

mIOU：0.58

acc：0.77

n Comparison with Baseline Methods

Recent Work 2：Spatial-Temporal Masked Image 
Modeling for  Satellite Image Time Series
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• Optical images can provide high 
spatial resolution, rich spectral 
and texture information, but 
optical sensors are sensitive to 
weather

• SAR sensors adapt to different 
weather conditions and can 
penetrate the surface to provide 
rich spatial information

• We proposed dual-STMIM-Unet
to fuse SAR and optical image 
time series.

Fusion SAR and RGB image features 
layer by layer

Recent Work 2：Spatial-Temporal Masked Image 
Modeling for  Satellite Image Time Series
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Main Results

p DualSTMIM-UNet can 
effectively correct the 
misclassified pixel blocks in 
both SAR and RGB images

p Its classification 
performance is superior to 
that of single-modal models.

Build-up Cropland Water Others

Recent Work 2：Spatial-Temporal Masked 
Image Modeling for  Satellite Image Time Series



24

Metric Data Model
macro 

avg
weighted 

avg

Class

Croplan
d

Build-
up

Water Others

IOU

SAR
SwinUNet 0.54 0.63 0.48 0.49 0.95 0.23

STMIM-UNet 0.58 0.67 0.55 0.57 0.96 0.25

RGB
SwinUNet 0.66 0.73 0.62 0.69 0.95 0.37

STMIM-UNet 0.69 0.75 0.66 0.71 0.96 0.42

SAR+RGB DualSTMIM-UNet 0.71 0.77 0.70 0.72 0.97 0.44

precision

SAR
SwinUNet 0.66 0.74 0.65 0.64 0.98 0.39

STMIM-UNet 0.70 0.77 0.69 0.68 0.98 0.47

RGB
SwinUNet 0.77 0.82 0.75 0.79 0.98 0.57

STMIM-UNet 0.80 0.84 0.79 0.80 0.98 0.63

SAR+RGB DualSTMIM-UNet 0.81 0.85 0.80 0.80 0.99 0.66

recall

SAR
SwinUNet 0.67 0.74 0.66 0.68 0.97 0.36

STMIM-UNet 0.71 0.77 0.73 0.78 0.98 0.36

RGB
SwinUNet 0.78 0.82 0.77 0.85 0.97 0.51

STMIM-UNet 0.80 0.84 0.81 0.86 0.97 0.55

SAR+RGB DualSTMIM-UNet 0.82 0.86 0.84 0.87 0.98 0.57

f1-score

SAR
SwinUNet 0.66 0.74 0.65 0.66 0.97 0.37

STMIM-UNet 0.70 0.77 0.71 0.72 0.98 0.40

RGB
SwinUNet 0.77 0.82 0.76 0.82 0.97 0.54

STMIM-UNet 0.80 0.84 0.80 0.83 0.98 0.59

SAR+RGB DualSTMIM-UNet 0.81 0.85 0.82 0.84 0.98 0.61

mIOU：0.71

acc：0.86

Recent Work 2：Spatial-Temporal Masked Image 
Modeling for  Satellite Image Time Series
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Recent Work 3：Optical-Aided SAR Image Classification

Sentinel-1 SAR images @Shanghai

n Land cover and land use classification  and change detection requires pixel-wise annotation

• Low resolution
• Texture and boundaries are vague
• Some structures are lost
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Recent Work 3：Optical-Aided SAR Image Classification

n Domain experts interpret SAR image aided by the optical images

Semantic information to 
bridge the two modals
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Recent Work 3：Optical-Aided SAR Image Classification

SAR and Optical image fusion? 

It is very difficult  to be registered and can not capture the semantic information 
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Recent Work 3：Optical-Aided SAR Image Classification

We bridge two modalities through high-level semantic but loose the low-level features.

Original SAR Geo-matched 
Original optical

Generated  SAR

Based adversarial Leaning to generate SAR images at middle 
domain that are semantically similar but loose details   
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Recent Work 3：Optical-Aided SAR Feature Learning

The method are based on contrastive learning with three strategies to construct the  samples

n Instance-level: image augmentation
n Optical-aid: generate SAR image that are semantically similar from the geo-matched 

optical images
n Cluster-level:  cluster the samples



Recent Work 3：Optical-Aided SAR Feature Learning

n The experiments are conduceted SEN12MS dataset
n Achieving SOTA with different backbone
n Our method can improve the performance by 20% 
n It is comparable or outperform the full-supervised methods 
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